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Abstract 

Poverty is one of the main challenges faced by the government in its efforts to improve people's welfare. 

Identifying regions based on the poverty line level is an important step to ensure well-targeted 

interventions. This study aims to categorize districts/cities based on poverty levels using the K-Means 

Algorithm, so that it can be a guide in data-based policy making. The research method starts with data 

collection, data selection process to handle missing values using the replacement method. Determination 

of the optimal number of clusters was done using Within Sum of Squares (WSS) to ensure that each region 

was grouped into clusters based on their level of similarity, which showed that three clusters were the ideal 

number. An evaluation of the clustering results was conducted to ensure the stability and accuracy of the 

clustering. The results show that the districts/municipalities are divided into three clusters based on the 

poverty line level, namely cluster 0 with a high poverty line level (241 regions), cluster 1 with a medium 

poverty line level (247 regions), and cluster 2 with a low poverty line level (90 regions). This study 

concludes that the K-Means Algorithm is effective in clustering regions based on poverty levels, providing 

a strong basis for data-driven decision-making. Future research is recommended to use more diverse data 

and cover more indicators, such as education level, access to health services, or infrastructure quality. 
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1. INTRODUCTION 

Poverty is one of the main problems faced by 

many developing countries, including Indonesia. 

It affects various aspects of people's lives, such 

as health, education, and access to basic services. 

The determination of the poverty line is often 

used as a reference in various social assistance 

programs. However, although the government 

has implemented a number of policies to reduce 

the poverty rate, the effectiveness of social 

assistance distribution remains a challenge, 

especially due to the heterogeneity of economic 

conditions in different regions. 

Along with the development of information 

technology and data science, the K-Means 

clustering method has developed into one of the 

effective tools for clustering regions based on 

poverty lines. Research by [1] showed the 

success of this algorithm in clustering patient 

disease data based on similar characteristics. 

Other studies by [2] and [3] highlighted the 

ability of K-Means in analyzing socio-economic 

data, including public health data. These results 

support the potential use of K-Means in helping 

the government optimize the allocation of social 

assistance programs more effectively. 

The K-Means method works by dividing a 

dataset into a number of clusters based on data 

similarity, using the centroid as the cluster 

center. Research by [4] shows that this algorithm 

is effective in improving the accuracy of social 

assistance distribution by grouping regions 

according to their economic characteristics. In 

addition, a study by [5] highlighted the use of K-

Means to analyze population density in Jakarta, 

providing insights for city policy planning. 

In a broader context, the application of K-

Means is also successfully used for various 

analyses. Research by [6] used K-Means for 

clustering student learning outcomes, while 

research by [7] focused on traffic accident data. 

[8], demonstrated the application of K-Means in 

clustering sales patterns, which provided 

inspiration for its application in socio-economic 

analysis. In addition, research by [9] 

demonstrated data clustering for student major 

selection relevant to education policy planning. 

Other studies have shown the success of K-

Means in more specific fields. For example, 

research by [10] analyzed violence-prone areas 

in West Java, while [11] integrated K-Means 

with CRISP-DM method for data clustering.  

cake sales. Research by [12] shows the 

application of K-Means in determining the 

amount of tuition fees based on the economic 

group of students. In addition, a study by [13] 

applied K-Means in analyzing retail sales 

patterns to assist strategic planning. 
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Despite having advantages such as 

computational efficiency and the ability to 

process large datasets, the K-Means method has 

challenges. Research by [14] mentioned that this 

algorithm is vulnerable to outliers and uneven 

data distribution. To overcome this, other 

methods such as K-Medoids and Fuzzy C-Means 

can be used as a comparison. Fuzzy C-Means, as 

stated by [15] provides flexibility by allowing 

one data to be in more than one cluster. The study 

by [16] even shows a comparison of this 

algorithm with Naïve Bayes to identify optimal 

use cases. 

This study aims to develop a poverty line 

clustering model based on districts or cities using 

the K-Means method, in order to optimize the 

distribution of social assistance programs. The 

data used is the poverty line in Rupiah per capita 

per month from various districts/cities in 

Indonesia for the years 2022 to 2024. This data 

will be processed using RapidMiner software, 

with a focus on identifying regions with similar 

economic conditions. The research results are 

expected to contribute to the effectiveness of 

social assistance programs as well as the 

development of data-based decision support 

systems. 

2. RESEARCH METHODS 

This research uses a quantitative method based 

on secondary data obtained from the Central 

Bureau of Statistics (BPS), specifically 

district/city poverty line data for the period 2022 

to 2024. This research aims to cluster 

districts/cities in Indonesia based on the poverty 

line using the K-Means Clustering method, in 

order to support the optimization of social 

assistance programs. The following are the 

stages of the methodology carried out in this 

research: 

Figure 1: Stages of Research 

a. Finding the Problem  

The initial stage of research begins with the 

identification of the main problem to be 

solved. In the context of this research, the 

problem identified is the inequality in the 

distribution of social assistance caused by 

the lack of a comprehensive understanding 

of the variations in poverty lines in various 

districts/cities in Indonesia. This inequality 

has the potential to cause social assistance 

programs to be less well-targeted. 

b. Literature Study  

Before entering the analysis stage, a 

literature review was conducted to 

understand the approaches that have been 

used in previous studies. Some of the key 

literature used include: 

a. Journal that discusses the application of 

the K-Means Algorithm in regional 

clustering [17]. 

b. A journal that compares the K-Means 

method with K-Medoids in data clustering 

[14]. These literatures help provide 

guidance in the use of the K-Means 

Algorithm, including in determining the 

optimal number of clusters and how to 

evaluate the clustering results. 

c. Data Collection 

The data used in this study comes from the 

official portal of BPS (Central Bureau of 

Statistics), which includes information on 

the poverty line for each district/city for 

three years (2022-2024). This data is 

downloaded in CSV or Excel format and 

provides a comprehensive picture of the 

variation in poverty lines between regions 

in Indonesia. 

d. Data Pre-Processing  

The downloaded data will then be 

processed through a pre-processing stage. 

This includes data cleaning to remove 

outliers or missing data, normalization to 

equalize the scale between variables, as 

well as interpolation or average filling 

methods to overcome missing data. 

e. Use of RapidMiner Tools  

The modeling process is done using 

RapidMiner software which facilitates the 

implementation of K-Means and helps in 

selecting parameters as well as evaluation 

of clustering results. 

f. K-Means Method 

The method used in this research will use 

K-Means to cluster the data. 

g. Conclusion and Recommendation  
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The conclusion of this research will include 

recommendations for government policies 

in optimizing social assistance programs 

based on the results of poverty line 

clustering. 

3. RESEARCH RESULTS 

3.1 Data selection 

At this stage, it is possible to select missing 

data, delete columns or label the data that is 

needed. 

 

Figure 2. Data selection 

 

3.2 Preprocessing 

1. The first step is to prepare Read CSV to 

import the data to be tested.. 

Figure 3. Read CSV 

2. Next is to input data by double-clicking 

on Read CSV to find the data to be tested. 

 

Figure 4. Input Data 

3.  At this stage, it is optional if there are 

empty values or data and the data should 

not be deleted, then it can be done by 

adding Replace Missing Values to replace 

the missing values. 

Figure 5. Replacing missing values 

4. Before continuing data testing, it is 

necessary to test the number of clusters by 

testing WSS cluster 2 to cluster 6, to find 

out the optimal number of clusters. 

 

Figure 6. WSS 

5. Setting on the K-Means Clustering 

parameter menu, the k value is set, where 

k becomes the value that will be used to 

determine the number of clusters that will 

be created. Here, the number of clusters 

that will be created is as many as 3 

clusters, namely the results of high 

poverty lines, medium poverty lines, and 

low poverty lines. 

Figure 7.   K-Means Parameters 
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6.  Then add Cluster Distance Performance 

to see the performance results of the 

tested data. 

Figure 8. Distance Performance 

3.3 Transformation 

In this study, the data transformation stage 

was not carried out because the data used 

was already in a suitable format and ready 

for analysis. The data has gone through 

preliminary processes such as cleaning and 

validation to ensure there are no missing or 

invalid values. Data transformation is 

usually done to transform data into a format 

that is easier to understand or process by 

certain algorithms, such as normalization, 

standardization, or recoding. However, in 

this study, the characteristics of the data did 

not require further changes, so the 

transformation step could be skipped. The 

decision not to transform the data is also 

based on the consideration that the K-

Means algorithm used is already quite 

effective in handling data in its original 

form. Thus, the focus of the research is 

more directed towards clustering analysis 

and interpretation of the results without 

modifying the original data, to ensure that 

the patterns and information contained in 

the data remain accurate and relevant. 

 

3.4  Data Mining 

Next, connect all K-Means and 

Performance clustering data to see the 

output towards the result. 

 

 

 

Figure 9. Process circuit 

 

a. Cluster Model 

Figure 10. Cluster Model 

 Cluster model displays the results of the 

number of each cluster, cluster 0 totals 

241, cluster 1 totals 247, cluster 2 totals 

90 and displays the total amount of data.. 

b. Cluster Distance Performance 

Figure 11. Distance Performance 

Cluster Distance Performance displays a 

performance of the test data results and 

the average value in the distance between 

cluster centers centroid. The smaller the 

distance between cluster centers the 

better, because it shows that the data in 

one cluster is more homogeneous or 

similar to each other. 

 

 

3.5 Evaluation 

From the entire output produced, the data can 

be further explored by displaying 

visualizations, statistics through various 

models, making it easier to understand and 

analyze the data, with visualizations, 

statistics as follows: 
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a. Visualisasi Pie 

Figure 12. Pie Chart 

This pie chart shows the size comparison of 

cluster 0, cluster 1 and cluster 2, where 

cluster 0 is marked in green, cluster 1 is 

marked in blue, and cluster 2 is marked in 

orange. 

b. Visualisasi Bar 

Figure 13. Bar (Column) 

Figure 13 shows the results of the clustering 

analysis illustrating the changes in average 

income values across the three clusters from 

2022 to 2024.DISCUSSION 

In this process, the K-Means Algorithm is used 

to group districts/cities based on the poverty line 

level. The first step is to prepare data in the form 

of information on income levels, the number of 

poor people, and other relevant indicators. After 

the data is collected, checking is done to ensure 

that there are no empty values or inconsistent 

data. If found, the data is supplemented with a 

method of replacing missing values. 

Once the data was ready, the number of clusters 

was analyzed using the elbow method to 

determine the optimal number of clusters. This 

analysis showed that k 3 was the ideal number, 

with three categories: high poverty, medium 

poverty, and low poverty. 

The K-Means process starts by randomly 

selecting three initial centroids. Then, each 

region is calculated for its distance to the centroid 

using the Within Sum of Squares (WSS) method. 

In this case, WSS measures how close the data in 

the cluster is to its cluster center. Regions are 

grouped into the cluster with the smallest WSS 

value. This process is repeated until the centroid 

position stabilizes and the WSS value in each 

cluster does not change significantly. 

The clustering results are evaluated to ensure 

the clustering is appropriate. This evaluation is 

done by calculating the average WSS, which 

describes the extent to which data in a cluster are 

close to each other and separate from other 

clusters. 

Cluster 0 includes 241 areas with high poverty 

rates. These areas have a large number of poor 

people and a low average income. 

Cluster 1 consists of 247 regions with a 

medium poverty rate. Economic conditions in 

these areas are more stable than in Cluster 0, but 

still require attention. 

Cluster 2 includes 90 regions with a low 

poverty rate. These regions tend to have high 

average incomes. 

These results are visualized through various 

methods: 

1. Pie Chart 

Pie charts are used to visualize the proportion 

of each cluster, making it easier to understand the 

distribution of data based on predetermined 

categories. This visualization provides a clear 

picture of the comparison of the number of 

regions in each cluster, so that it can help in 

identifying the groups that have the largest and 

smallest proportions. 

Using pie charts, we can quickly see how the 

data is spread between clusters. For example, a 

cluster with a high poverty rate may have the 

largest proportion, indicating that more areas 

need special attention. Conversely, a cluster with 

a low poverty rate that has a smaller proportion 

illustrates that only a few areas are in this 

category. In addition, this diagram also helps in 

conveying information in a simple and intuitive 

manner, making it an effective tool for data 

presentation to decision-makers or others who do 

not have a technical background. Thus, pie charts 

play an important role in presenting analysis 

results in a visual and easy-to-understand 

manner. 

1.  Bar (Column) 

The results of the clustering analysis visualized 

in the form of bar/column diagrams illustrate the 

changes in average income values across the 

three cluster groups from 2022 to 2024. Overall, 

the graphs show an improving economic trend 

characterized by an increase in community 

income in each cluster. 
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4. CONCLUSIONS 

In this study, based on the results and 

discussion, it can be concluded that 

1. Application of K-Means Algorithm for 

Regional Clustering 

Using the Rapidminer tool, the K-Means 

algorithm was successfully applied to cluster 

districts/municipalities based on the poverty line, 

with the process of analyzing the number of 

clusters using the Within Sum of Squares (WSS) 

method, three optimal clusters were determined, 

reflecting regions with high, medium, and low 

poverty rates. The clustering process using the K-

Means method allows for fast and accurate 

clustering with an evaluation that ensures that the 

regions within the clusters are highly similar. The 

results of this clustering have mapped the regions 

based on the cluster categories, making decision-

making easier. 

2. Visualization and integration benefits  

The clustering results are visualized using pie 

and bar charts, to provide a clearer picture of the 

data distribution. The pie charts help understand 

the proportion of regions in each cluster, while 

the bar charts show the change in average income 

from 2022 to 2024, reflecting both the trend of 

economic improvement and inequality between 

clusters. This visualization helps future research 

or related parties in determining the priority of 

social assistance programs. 

5. SARAN 

This research provides important insights 

into the grouping of regions based on the poverty 

line, which is expected to be a reference for 

knowing the economic development of each 

region from year to year. The suggestions given 

aim to ensure that the results of data analysis do 

not stop at statistical understanding but are also 

applied in real policies. That way, socio-

economic disparities can be reduced, and 

people's welfare can be improved equally. 

Future research is recommended to use more 

diverse data and cover more indicators, such as 

education levels, access to health services, or 

infrastructure quality. 

Local governments are expected to use the 

clustering results to design specific programs for 

each cluster, so that the programs are more 

effective and targeted. Conduct regular 

monitoring and evaluation of the programs 

implemented in each cluster to ensure their 

sustainability and impact on the community. 

By involving data in policy planning and 

implementation, the government can create more 

inclusive and equitable economic growth, and 

ensure that prosperity is felt by all levels of 

society. 

With this, it is hoped that inequality can be 

reduced, and all communities, especially in low-

income areas, can feel the benefits of more 

inclusive and sustainable economic growth. 
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